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Abstract  We compare the energy consumed by 8-bit x 8-bit and 16-bit x 16-bit multipliers composed of small analog 

multipliers implemented using transistors operating in their sub-threshold regions to the energy consumed by equivalent 

digital implementations. The analysis shows that the analog energy consumption is determined by the required 

signal-to-noise ratio of the individual analog multipliers and that the energy consumption is higher than the equivalent digital 

implementation’s energy consumption.  
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1. Introduction 

Analog computing, which uses electrical circuits with 

continuous signals to perform mathematical operations, 

differs from digital computing in that quantities are 

represented as signal levels continuously varying over time 

as opposed to numeric (two-level binary) quantized 

representations that are sampled over time. Information in 

analog signals can be stored and transferred in many forms, 

including voltage levels, current flow, frequencies, or 

phase-shifted waves. 

Analog computing, using transistors in their 

sub-threshold region of operation, has shown energy 

consumption advantages in inexact applications, where 

precise answers are not required (e.g., speech recognition 

[1], solving differential equations [2]). Given those 

successes in inexact computing, it appears worth 

considering whether those energy advantages could be 

applied to precise mathematical computations consisting of 

exact multiplications and additions. 

As an indicator to whether analog computations can be 

more energy efficient than digital computations, we 

consider the energy consumption of an analog signed 

multiplier using transistors operating in their sub-threshold 

region, and compare it to the energy consumption of a 

signed digital multiplier (as would be available in 

commonly available microprocessors), both implemented in 

state-of-the-art CMOS technology. The layout of the paper  
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is as follows. 

In section 2 we analyze the energy consumption of a 

signed analog multiplier.  

In section 3 we anayze the energy consumption of an 

equivalent digital signed multiplier.  

In section 4 we compare the two types of multipliers and 

present our conclusions. 

2. Analog Multiplier Analysis 

2.1. Analog Design Challenges 

Challenges with analog circuitry include, e.g., signal 

linearity, sensitivity to noise, transistor mismatch, drift, 

component tolerances, and offset and gain variation with 

temperature, process, and supply. Adding compensation 

circuitry may increase energy consumption.1 

To attempt to address the transistor mismatch and 

tolerance concerns, this paper will examine an analog 

implementation of signed multipliers using floating-gate 

transistors, described in the next section. We also will use 

transistors in their sub-threshold region, which has the 

promise of lower power consumption and improved linearity 

of the multiplier circuit compared to using transistors in their 

active region. 

2.2. Sub-Threshold Design and Floating Gate Design 

Traditionally analog circuitry is designed using transistors 

biased into their “active” region. One idea to reduce power 

consumption is to construct circuits biased in their 

“sub-threshold” region. However, “sub-threshold” designs 

                                                             
1 In this paper we have been careful to distinguish energy from power (energy 

over time). The static power is amortized over a larger number of operations 

when the operations/unit time is increased; this can reduce the energy per 

operation. 

http://creativecommons.org/licenses/by/4.0/
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suffer from degraded transistor-to-transistor matching and 

noise performance (since the circuit current magnitudes 

would be less) compared to “active” designs. 

Two techniques have been suggested to improve matching 

in sub-threshold designs: adaptive body biasing (ABB) [3] 

and the use of floating gate (FG) transistors [4]. In ABB, 

additional circuitry is added to measure and compensate for 

any mismatches. Since the additional circuitry would add to 

the power consumption, we decided to focus on the second, 

floating gate, method, which does not have the power 

penalty of adaptive circuitry. 

A “floating gate” transistor is a FET manufactured so its 

gate terminal is insulated from the rest of the transistor, 

forming a gate that, while “floating” from the transistor 

channel, is capacitively coupled to it. Additional capacitors 

are added to the structure to allow for connection to a circuit 

(isolating the programmed floating gate from the rest of the 

circuit) for programming. Programming injects or removes 

charge on the floating gate, which causes a change in the 

effective threshold voltage. The result is that any variance in 

the threshold voltages can be minimized by injecting or 

removing charge on the floating gate [5]. 

2.3. High-Level Analog Multiplier Architecture 

One challenge of analog computing is the very wide 

dynamic range needed to represent numbers made up of only 

a small number of bits. Representing a 16-bit number, for 

example, as an analog voltage between zero and 5 volts 

requires a resolution of 76 µV. Fortunately, there are 

techniques (e.g., breaking the problem down into smaller 

segments with fewer bits each using residue number systems 

for the calculations) that allow a higher resolution result to be 

built up from the results of many lower-resolution 

calculations; it is therefore possible to use multiple analog 

circuits of reasonable resolutions.  

Figure 1 shows a possible design of an L-bit by L-bit 

signed multiplier (producing a result of width 2L bits) that 

addresses the resolution challenge by decomposing it into M 

N-bit x N-bit signed multipliers implemented as Gilbert-cell 

multipliers [6]. 

The logic block at the left side of Figure 1 splits the larger 

L-bit x L-bit problem into several smaller problems that are 

inputs to the analog signed multiplier blocks. The output of 

the analog block is a thermometer code that is resolved and 

combined with the results of the other analog multipliers in 

the logic blocks at the right of the figure. 

Each L-bit multiplicand (A and B) is divided into L/N N-bit 

portions. Each portion of A is multiplied by each portion of B, 

so that the number of analog signed multipliers, M, is 

2

N

L
M 
















               (1) 

2.4. Analog Multiplier Implementation 

The analog signed multipliers each consist of a Gilbert cell 

multiplier and supporting DACs that produce a differential 

current, I1 – I2, representing the signed multiplication of two 

N-bit values. An offset current, Ioff, is added to the 

differential current to make the current into the subsequent 

integrate-and-dump circuit unipolar. The integration time is 

denoted Tint. The result of the integration, a voltage that 

ranges from 0 volts to Vref, is passed to several comparators 

to determine the final multiplication result. The number of 

comparators is a function of the size of the multiplier and is 

referred to as fc(N) in the equations below. The minimum 

voltage size difference between output levels is ΔV, which 

appears prominently in the signal-to-noise calculations. 

 

Figure 1.  Analog Implementation of an L-bit x L-bit Signed Multiplier 
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Figure 2.  Gilbert Cell Multiplier with DACs 

 

Figure 3.  Example of a 3-bit MDAC and PDAC using Floating Gate Transistors to Set the Bias Current 

The Gilbert cell multiplier block, including DACs at the 

front end, is shown in Figure 2. A Gilbert cell was chosen to 

implement the multiplication because transistors in their 

sub-threshold region have characteristics that give a very 

linear response to current inputs to the cell [7]: 

  

2D1D

2D1D2T1T
21

II

IIII
II




         (2) 

The PDAC (“positive DAC”) generates IT1 and IT2 based 

on the N-bit digital value B, while the MDAC (“minus DAC”) 

generates ID1 and ID2 based on the N-bit digital value A. 

The DACs take a reference current that is controlled by a 

floating-gate FET and steer multiples of that current to the 

output pins of the DAC. Figure 3 shows an example of a 3-bit 

MDAC (a) and a 3-bit PDAC (b). 

The two outputs of the Gilbert multiplier, I1 and I2, are 

subtracted and an offset, Ioff, is added to them to produce a 

unipolar current Is that drives the integrate-and-dump circuit 

(Figure 4). 

 

Figure 4.  Circuitry Creating Unipolar Current into the 

Integrate-and-Dump 
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The Is current is passed through an integrator (“integrate 

and dump”) with an integration capacitor C (Figure 1) giving 

the voltage at the comparators as:  





int0

0

Tt

t
sout dtI

C

1
v             (3) 

The signed multiplier has some interesting characteristics 

that should be noted, as summarized in Table 1. For example, 

with a 2-bit x 2-bit multiplier, the possible digital inputs   

in 2’s complement representation are {-2, -1, 0, 1}. The 

multiplication result of two numbers is one of {-2, -1, 0, 1, 2, 

4}. The number of comparators needed to differentiate 

between these values is 5. The span of values is 4 – (-2) = 6, 

and so ΔV=Vref /6.  

Table 1.  Analog Multiplier Characteristics 

Parameter Symbol Value 

DAC Outputs 1 IT1, ID1 0 to (2N-1)Ibias 

DAC Outputs 2 IT2, ID2 Ibias to 2NIbias 

DAC Output Sums 
IT1+ IT2, 

ID1+ ID2 
2NIbias 

Multiplier Output Range I1 - I2 {2N-1 -22N-2 to 22N-2}Ibias 

Multiplier Output Sum I1 + I2 2NIbias 

Added Offset Current Ioff (22N-2-2N-1)Ibias 

Level Separation ΔV Vref / (2
2N-1 – 2N-1) 

Number of Comparators fc(N) 
fc(2)=5; fc(3)=17; 

fc(4)=60 

2.5. Analog Multiplier Energy Consumption 

The static power consumption of the N-bit x N-bit analog 

multiplier is the power supply voltage multiplied by the 

current that it draws from the supply. The supply currents 

include (1) the MDAC and PDAC currents, (2) the added 

offset current, (3) the currents from the reference level 

generators, and (4) the currents from the comparators. 

   2 2 1
2 2 1 2 2 3 ( )

N N Nstatic

C

DD bias

P
f N

V I

 
      (4) 

The total energy for all M multipliers (implementing the 

full L-bit x L-bit multiply circuit) is the power multiplied by 

the integration time Tint (using (1)): 
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While the power supply voltage, VDD, is set by the 

technology, the integration time is determined by the 

signal-to-noise ratio at the output of the analog multipliers. 

2.6. Signal to Noise Ratio Analysis 

The output of the integrate-and-dump circuit feeds 

comparators with a minimum difference between levels of 

ΔV. That means that a signal deviation from the ideal levels 

of ΔV/2 will cause an error in the multiplication, so we define 

the SNR voltage ratio as (where ΔV is defined in Table 1): 

 
noiseRMS

2/V
SNR


             (6) 

This SNR can be used to determine the error rate, Pe, of 

the N-bit x N-bit multiplier: 

   21; ( ) exp / 2
2

e

x

P Q SNR Q x u du




   (7) 

Our noise analysis will include thermal and shot noise. 

Flicker (1/f) noise is not included so that we can determine 

the best obtainable performance if flicker noise is reduced as 

described in section 2.7. We are guided by [8] in calculating 

the noise due to currents in the FETs. To determine the noise, 

we start with Is, the current into the integrate-and-dump 

circuit. The noise is the sum of the noise components due to 

the three currents entering the summing node of Figure 4. 

Since Isum = I1 + I2 + Ioff is a constant (Table 1), then the white 

noise generated by the current is also constant, and the noise 

density (using q as the elementary charge) is: 

]Hz/A[qI2N 2
sumIs,0          (8) 

where: 

 1N2N2N
biassum 222II          (9) 

This noise current passes through the integrator described 

by (3), which is equivalent to a convolution of the noise 

current with a rectangular filter h(t) over the integration time: 











otherwise,0

Tt0,
C

1

)t(h int             (10) 

Let H(f) be the Fourier transform of h(t). The noise power 

at the output of the integrator (using Parseval’s theorem) is: 
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      (11) 

This representation can be simplified with the realization 

that the maximum integrator voltage, Vref, is reached with the 

maximum integrator output current, which is Isum. That 

means: 

C

TI
V intsum

ref              (12) 

 
C

qVref2
1               (13) 

There is also thermal noise due to the integration capacitor, 

C, where k is the Boltzmann constant and T is the 

temperature: 

C

kT2
2                  (14) 
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The total noise is the sum of σ1
2 and σ2

2. Recognizing, 

however, that qVref >> kT, the output noise variance reduces 

to σ1
2, and the RMS noise is just the square root of (13). 

Using the values for ΔV from Table 1, Isum from (9), the 

RMS noise from (13), and Vref from (12), the signal-to-noise 

ratio of (6) can be expressed as: 

 
 

]V/V[
q222

TI222
SNR

1N1N2

intbias
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


  (15) 

This equation can be rearranged to solve for IbiasTint and 

then substituted into (5), yielding the static energy for the 

L-bit by L-bit multiply as a function of the SNR. 
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 (16) 

Estatic is the energy consumed per L-bit x L-bit multiply 

with a specified error rate, Pe, which determines the required 

SNR using (7) for the individual N-bit x N-bit multiplies, and 

does not include any energy of the digital circuitry leading 

into or out of the analog circuitry. 

The error rate of the entire L-bit x L-bit multiply circuit, 

Perr, is given by: 

  e
M

eerr MPP11P             (17) 

That is to say, the error rate of the individual N-bit x N-bit 

multipliers must be M times better than the desired overall 

error rate. 

2.7. Flicker Noise Considerations 

The signal-to-noise calculations in section 2.6 neglect the 

effects of flicker noise, which can be a significant noise 

contributor in CMOS circuits. Because the magnitude of 

flicker noise depends on the CMOS transistor geometry 

(flicker noise reduces as channel length and widths are 

increased [17]), the amount of flicker noise could in principle 

be reduced to be less than the thermal and shot noises if the 

area penalty were acceptable. Thermal and shot noise terms 

cannot be reduced by changing transistor geometries and so 

the ultimate circuit performance is limited by the SNR 

determined in section 2.6. 

2.8. Static Energy Calculation Results 

Figure 5 shows both the static energy required for 8-bit x 

8-bit and 16-bit x 16-bit multiplies using smaller analog 

multipliers with N=2, 3, and 4 as a function of operation  

error rate as well as the energy with N=2 (the most promising 

data) under the assumption that VDD=0.7 volts, which is 

reasonable for a state-of-the-art technology. 

 

Figure 5.  Normalized Analog Energy and Energy Consumption at VDD=0.7 volts (Note: as expected, E16x16 ≈4*E8x8) 
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3. Digital Implementation Comparison 

3.1. Digital Implementation 

In this portion of the paper we estimate the static and 

dynamic power and energy consumption of digital 

multipliers implemented in a state-of-the-art technology to 

act as a benchmark with which to compare the energy 

consumption results of the analog multipliers. We 

concentrate on the characteristics of two signed multipliers: 

an 8-bit x 8-bit (producing a 16-bit result) and a 16-bit x 

16-bit (producing a 32-bit result). 

The methodology was to write a high-level description of 

the multipliers in VHDL and allow a synthesis tool [9] to 

create a “vanilla” implementation of the two multipliers 

using a state-of-the-art standard-cell library. No special care 

was taken to optimize the multipliers for power. The library 

included half- and full-adder cells, and the implementation 

took advantage of these (Figure 6, Table 2).  

Table 2.  Standard Cell Implementation Statistics 

Design 
Number of 

Wires 

Number of  

Standard Cells 

(Excluding Latches) 

Number of 

Standard Cells 

(Including Latches) 

Cell Area (16 nm 

Technology) µm2 

(Including Latches) 

8b x 8b 160 146 178 92 

16b x 16b 593 499 563 293 

 

Figure 6.  Implementation of a Digital 8-bit x 8-bit Signed Multiplier 

3.2. Dynamic Power Estimation 

Active CMOS energy consumption can be divided into 

two portions: (1) the energy consumption of nets (traces) 

between standard cells and (2) the energy consumption of the 

standard cells themselves, including energy to charge any 

FETs connected to input and output nets. The energy 

consumption depends on the technology characteristics 

listed in Table 3, which includes assumed values for a 

state-of-the-art (e.g., 7 nm) technology. 

The average net length was determined by first using  

data from [10], which estimates that an average net in a 

design is 40% of the length of the side of square layout for 

approximately the number of cells in our designs. Applying a 

scaling factor of ¼  to the area when going from 16 nm to 7 

nm [11] gives the values in Table 3. 

Table 3.  Technology Parameter Definitions 

Technology 

Parameter 
Definition Process Value 

L 
Average length of nets in multiplier 

(µm). Unique to each multiplier. 

L8x8 = 1.9 µm 

L16x16 = 3.4 µm 

c 
Capacitance per length of wire 

(fF/µm) 
c = 0.4 fF/µm 

VDD Supply voltage VDD = 0.7 V 

Cggn NFET gate capacitance Cggn = 40 aF 

Cggp PFET gate capacitance Cggp = 40 aF 

Cdsn NFET drain-to-source capacitance Cdsn = 20 aF 

Cdsp PFET drain-to-source capacitance Cdsp = 20 aF 

Estimates of trace capacitance for a 7 nm process range 

from 0.35 fF/µm [12] to 0.49 fF/µm [13]; we used 0.4 fF/µm. 
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[11] indicates a 7 nm process supply voltage will range 

from 0.5 volts to 0.7 volts. [14] asserts 0.7 volts for the 

processes that it knows about. We selected 0.7 volts. 

Values of the gate parasitic capacitances and 

drain-to-source parasitic capacitances of NFETs and PFETs 

were taken from plots in [15] for a 10 nm FinFET 

technology. 

Simulations were run of the two multipliers, noting the 

activities of both the nets connecting the standard cells as 

well as the internal nodes of the standard cells. Energy is 

drawn from the supplies only on upward transitions of the 

nets. Let n be the number of nets and the other variables as in 

Table 3, 

  clocksofnumbernetsofnumber

stransition10ofnumbertotal
a


      (18) 

2
DDwires anLcVE                (19) 

Activity factors of 23.3% and 23.7% were respectively 

observed for the 8-bit x 8-bit and 16-bit x 16-bit multipliers. 

Similarly, activity factors were calculated for 0→1 

transitions on the gates and drains of the standard cell 

transistors (Ncggn is the number of upward transitions on Cggn, 

etc.): 


dspCdspdsnCdsn

ggpCggpggnCggn

2
DD

stdcells

CNCN

CNCN
clocksofnumber

V
E




(20) 

stdcellswiresop_per_active EEE           (21) 

The results of the simulation are in Table 4. 

Table 4.  Active Energy Estimates at 7 nm 

Multiplier 

Ewires: energy 

due to the 

wires, 

equation (19) 

Estdcells: energy 

due to the 

standard cells, 

equation (20) 

Eactive_per_op: 

total energy, 

equation (21) 

8b x 8b 13.9 fJ 9.2 fJ 23.1 fJ 

16b x 16b 93.8 fJ 36.6 fJ 130.4 fJ 

3.3. Static Power Estimation 

Due to leakage current in the FET devices, CMOS circuits 

consume power even when not switching, which is called 

static power. [16] estimates a 16-bit x 16-bit multiplier 

operating at a supply voltage of 0.45 volts to have a leakage 

power of 1.82 microwatts. Scaling the power supply voltage 

to 0.7 volts gives 2.8 microwatts of static power. 

Since leakage power is proportional to the number of 

transistors in a circuit, we estimate the 8-bit x 8-bit multiplier 

power as 178/563 (Table II) of the 16-bit x 16-bit multiplier, 

or 0.9 microwatts. 

3.4. Total Energy per Operation Estimation 

The total energy per operation depends on the clock speed 

f: 

op_per_active
static

op_per E
f

P
E         (22) 

The results are shown in Figure 7. 

 

Figure 7.  Total Energy per Operation for Digital Signed Multipliers 

4. Discussion and Conclusions 

For the digital implementation of the 8-bit x 8-bit and 

16-bit x 16-bit multipliers, Figure 7 indicates that the energy 

consumption per multiplication operation is dominated by 

the dynamic energy consumption for operating frequencies 

greater than 100 megahertz, which is certainly reasonable. 

That means that the energy consumption benchmark is the 

“Eactive_per_op” column of Table 4. 

A comparison of these energy consumption values against 

Figure 5 shows that the analog circuitry energy 

consumption is higher than the equivalent digital circuit 

energy consumption unless the system error rate is 

allowed to be about 1 error in 10
5
 multiply operations. 

The analog energy consumption is independent of the bias 

current, and is instead proportional to the bias current 

multiplied by the integration time. This may not be 

surprising, since the product of the bias current, the power 

supply voltage, and the integration time has units of energy.  

The analog circuit energy consumption was determined by 

and was directly related to the square of the (voltage/voltage) 

signal-to-noise ratio, and so it quickly increased as the 

number of bits in the analog multiplier was increased. The 

most efficient decomposition of the large multiplier was to 

use the smallest analog multiplier. 

The analysis of the analog multiplier was optimistic; it 

assumed that flicker noise could be reduced to a negligible 

level through transistor scaling and did not consider the 

energy consumption of additional circuitry that might be 

needed to compensate for temperature drift. The analysis 

also did not include the energy consumption of the digital 

logic surrounding the analog computation core. 

It may be that the Gilbert cell multiplier is not the most 

power efficient analog multiplier. We briefly considered a 

multiplying DAC implementation, but it appeared to 

consume more power than the Gilbert cell implementation.  
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